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We report recent results from field experiments conducted with a team of ground and aerial robots engaged
in the collaborative mapping of an earthquake-damaged building. The goal of the experimental exercise is the
generation of three-dimensional maps that capture the layout of a multifloor environment. The experiments
took place in the top three floors of a structurally compromised building at Tohoku University in Sendai, Japan
that was damaged during the 2011 Tohoku earthquake. We provide details of the approach to the collaborative
mapping and report results from the experiments in the form of maps generated by the individual robots and
as a team. We conclude by discussing observations from the experiments and future research topics. C© 2012 Wiley
Periodicals, Inc.

1. INTRODUCTION

In this work, we report recent results from field experi-
ments conducted with a team of ground and aerial robots
engaged in the mapping of an earthquake-damaged build-
ing. We focus on the investigation of the feasibility of de-
ploying aerial robots, specifically a quadrotor, into disaster
scenarios where a building may be critically damaged but is
still accessible to robots and humans for experimental pur-
poses. The experimental environment covered the top three
floors of a building on the campus of Tohoku University in
Sendai, Japan during the first week of August, 2011. Repre-
sentative images of the interior and exterior of the building
are shown in Figures 1 and 2.

On March 11, 2011, a magnitude 9.0 earthquake (on the
moment magnitude scale) occurred off the coast of Japan,
approximately 130 km from Sendai (USGS, 2011). The con-
sequences of the earthquake were devastating, with sig-
nificant loss of human life and damage to the environ-
ment. Resulting tsunami waves generated further damage
and instigated a meltdown at a nuclear power plant near
Fukushima, Japan (Tabushi, 2011).

Several robotics research groups and companies re-
sponded to this natural and nuclear plant disaster
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(Ackerman, 2011; Nagatani et al., 2011). Ground robots with
onboard sensing enabled environmental observation of the
compromised nuclear power plants in regions that were
inaccessible to humans due to high levels of radioactiv-
ity. The ground robots were equipped with long-range ca-
ble tethers to enable remote communication, teleoperation,
and the transmission of sensor data. These ground robots
proved capable of maneuvering through the cluttered en-
vironments (Guizzo, 2011).

We are interested in exploring the possibility of lever-
aging an autonomous quadrotor in such environments
through field experiments that focus on cooperative map-
ping using both ground and aerial robots. Aerial robots of-
fer several advantages over ground robots, including the
ability to maneuver through complex three-dimensional
(3D) environments and gather data from vantages inac-
cessible to ground robots. Further, quadrotors are able to
hover in place, making them well-suited for observation
and human-guided or autonomous inspection. However,
aerial robots also have several limitations that reduce their
applicability in disaster scenarios. Such limitations include
the need for wireless communication and a limited onboard
power supply that restricts the platform’s payload capacity
and flying time.

Given the prior experience of using ground robots
at the nuclear power plant disaster site, we designed
the experimental scenario based on conditions consis-
tent with those found at the disaster site. Consider an

Journal of Field Robotics 29(5), 832–841 (2012) C© 2012 Wiley Periodicals, Inc.
View this article online at wileyonlinelibrary.com • DOI: 10.1002/rob.21436



Michael et al.: Collaborative Mapping of an Earthquake-Damaged Building • 833

Figure 1. Panoramic images depicting the interior of the building. These images are representative of the clutter found throughout
the experimental areas.

Figure 2. The building suffered significant structural damage due to the earthquake.

earthquake-damaged building with multiple floors that are
generally accessible to ground robots. However, various lo-
cations in the environment are inaccessible to the ground
robots due to debris or clutter. The goal of the experimental
exercise is the generation of 3D maps that capture the lay-
out of the environment and provide insight into the degree
of damage inside the building. Additionally, there may be
specific regions of interest that require attention from op-
erators during the mapping. Throughout the experiments,
remote operators must be able to maintain control of the
robotics platforms on the ground and in the air.

The experiment design highlights the need for hetero-
geneity. Ground robots do not have the same payload lim-
itations as quadrotors, and they are therefore able to carry
larger sensor payloads, maintain tethered communication
links, and operate for longer periods of time. However,
quadrotors provide mobility and observational capabilities
unavailable to ground robots. Hence, to build a rich 3D rep-
resentation of the environment, we leverage the advantages
of each platform, and in doing so we mitigate the platform
limitations.

The problems of localization and mapping in 3D en-
vironments are well-studied for both ground and aerial

robots, and many methodologies exist to address these
problems. In this work, we focus primarily on the inte-
gration of our prior work in the areas of localization and
mapping for ground and aerial robots. However, there are
several examples of prior works employing methodologies
similar to our own approach for either ground or aerial
platforms (Bachrach et al., 2011; Pellenz et al., 2010), in-
cluding cooperative mapping with ground and aerial plat-
forms (How et al., 2009; Kim et al., 2010). Researchers have
also pursued the mapping of complex environments for
applications such as search and rescue via ground and
aerial platforms (Gonzalez et al., 2011; Murphy et al., 2009;
Pratt et al., 2008). Therefore, the contributions of this work
are twofold. First, it supports experimentally the argument
that the mapping of complex multistory environments with
ground and aerial robots in disaster scenarios is viable (or
nearly viable) given the current state-of-the-art in vehicle
design, sensors, computation, and algorithms. Second, it
supports the statement that the strengths and weaknesses
of individual robot platforms may be overcome by em-
ploying heterogeneity in system design. Additionally, we
provide a brief discussion of the gap between the current
technological capabilities and the remaining challenges
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we must overcome toward application in true disaster
scenarios.

2. EXPERIMENT DESIGN AND METHODOLOGY

To address the requirements of the experimental scenario,
we use three different research platforms. The first plat-
form is a ground robot equipped with an onboard sens-
ing suite that enables the generation of dense 3D maps. The
vehicle is teleoperated through the multifloor environment
while simultaneously collecting sensor data. After the op-
erators identify locations in the environment that are inac-
cessible to the ground platform, a second ground platform
equipped with an automated helipad is teleoperated to
these locations and carries a quadrotor robot equipped with
onboard sensing that is able to remotely open and close the
helipad and autonomously take off and land from the he-
lipad (Figure 3). The aerial robot is physically transported
by the ground robot to each location of interest, where it
autonomously takes off before an operator is able to guide
the robot to map or observe these inaccessible regions.
Upon completion of the mapping and observation phase,
the aerial robot is remotely signaled to autonomously land
and close the helipad. The quadrotor is then guided to the
next location of interest via the teleoperated ground robot.

The experiment focuses primarily on the problems
of localization and cooperative mapping in 3D environ-
ments with ground and aerial robots. In this work, we do
not emphasize vehicle autonomy as the experiments re-
quired that the operators teleoperate the vehicles. We dis-
cuss this requirement further in Section 4. During the exper-
iments, teleoperation is conducted over wireless communi-
cation. However, we assume that in a disaster scenario, the
ground vehicles will communicate with an external opera-
tor via a tether as currently employed at the Fukushima site
(Nagatani et al., 2011). Communications with the aerial
robot are via a local access point carried by the ground
robot.

Figure 3. The Quince ground platform carries the Pelican
aerial robot via a landing pad. The aerial robot opens and
closes the landing pad via a wireless interface during au-
tonomous take off and landing. A video of the experiment is
available as a multimedia attachment.

In this work, we leverage our previous efforts in the
areas of ground robot design (Rohmer et al., 2010) sensor
design for 3D map building (Ohno et al., 2008), and ground
robot teleoperation (Okada et al., 2011) toward mapping
with ground robots (Nagatani et al., 2008; Ohno et al., 2009;
2010). Additionally, we build upon prior work toward au-
tonomous navigation and 3D mapping with an aerial robot
(Shen et al., 2011; 2012).

2.1. Robot Platforms

As previously discussed, we employ three robot platforms
for this work: two tracked ground platforms (Kenaf and
Quince) and a quadrotor (Pelican). We now briefly detail
each platform.

2.1.1. Ground Robots

The Kenaf is a tracked ground platform with an onboard
rotating laser-scanner that provides feature-rich 3D point
clouds of the environment (Figure 4(a)). The laser scanner
on the Kenaf operates at 40 Hz and rotates about the vehicle
body-frame at 0.2 Hz. All laser scans from one revolution
are assembled into a 3D point-cloud aligned with the robot
body-frame origin. Further details of the platform and 3D
laser scanner are available in Ohno et al. (2009,2010) and
Ohno et al. (2008), respectively. The Quince platform (de-
tailed in Rohmer et al. (2010), Figure 4(b)) shares a similar
tracked design. Both platforms provide odometry informa-
tion and are equipped with stabilizing tracked arms that
permit climbing stairs and navigating clutter- or debris-
filled environments.

The Kenaf and Quince provide visual information for
the teleoperation of the vehicle, including camera imagery
of the surrounding environment during operation. We pro-
cess any additional sensory information from the Kenaf and
Quince offboard.

For this work, we equipped the Quince with a landing
pad that opens and closes via a remote signal transmitted
over an 802.15.4 wireless interface (Figure 4(c)). The landing
platform is made of impact-resistant ABS plastic. The struc-
tural integrity is provided by an underlying framework of
slotted aluminum extrusions. The arms that robustly grip
the base of the aerial robot are also fabricated from ABS and
lined with dense foam to provide additional compliance
and absorb vibrational or impulse forces on the vehicle due
to the Quince going over rough terrain and steps. Two pairs
of aluminum carriage-rail assemblies ensure that the arms
remain parallel to each other throughout the deployment
and retraction phase. The gripping arms are driven by lin-
ear actuators and the motion of the two arms is governed by
limit switches to prevent overextension or retraction. The
onboard processor controls the direction and braking of
the two linear actuators and receives control commands via
the wireless interface.
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Figure 4. The three robots used in the experiments include the Kenaf (a) and Quince (b) tracked ground robots. Here we see the
Quince transporting the Pelican between discrete sites of interest via the landing pad (c).

Figure 5. The aerial robot flies through cluttered regions of the environment that are inaccessible to the ground robot and builds
a 3D map that will be merged with the maps made by the ground robot.

2.1.2. Aerial Robot

The Pelican quadrotor robot platform is sold by Ascend-
ing Technologies, GmbH (Ascending Technologies, 2012)
and is equipped with an IMU (accelerometer, gyroscope),
magnetometer, and pressure sensor (Figure 5). We devel-
oped custom firmware to run at the embedded level to ad-
dress feedback control and estimation requirements. The
other computation unit onboard is a 1.6 GHz atom proces-
sor with 1 GB of RAM. The sensors on the robot include
a Hokuyo UTM-30LX (laser) and a Microsoft Kinect (RGB-
D sensor). A custom 3D printed mount is attached to the
laser that houses mirrors pointing upward and downward.
Communication with the robot for monitoring experiment
progress and remote teleoperation is via an 802.11n access
point mounted on the Quince.

Unlike the ground robots, the aerial robot requires
some degree of onboard autonomy to permit autonomous
navigation, takeoff, and landing. Therefore, the vehicle
must be able to localize its position based on the current
environment map and address the planning and control
considerations required to permit autonomous navigation,
takeoff, and landing during experimentation. The details
of the algorithms employed to enable these capabilities are
provided in Shen et al. (2011, 2012). Figure 9 depicts a repre-
sentative 3D map generated online during the experiments

that is transmitted to the operator and used for autonomous
navigation.

For this work, we require some degree of operator con-
trol to permit teleoperation of the vehicle. However, the
complexity of the environment and the fact that the opera-
tor frequently did not have line-of-sight vision of the vehi-
cle prevented full manual control of the vehicle. Therefore,
we provided a “semiautonomous” mode that permitted the
operator to control the vehicle as a kinematic point-model
agent or via waypoint control in the current map. Hence, at
any moment, the operator could transition between full au-
tonomy and semiautonomy to permit closer inspection of a
location of interest or override the current behavior of the
vehicle.

For this work, the autonomous takeoff and landing
is based on the originating position of the aerial robot in
the current map. Therefore, we required that the Quince
not move while the Pelican was flying. Although the au-
tonomous landing maneuver was feed-forward in the sense
that it did not observe the platform while landing, we
found that the vehicle was able to land without issue in
general. However, the autonomous landing maneuver also
included a recovery phase in the event that the vehicle de-
tect that it did not successfully land on the platform. This
lack of additional feedback information was due primarily
to the short time frame in which these experiments needed
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Figure 6. Partial trajectories of the aerial robot during 17 landing trials (a). During one trial, the vehicle attempts and fails to land,
causing it to enter a recovery phase before successfully landing (b). A scatter plot of the final landing locations is shown in (c).

to be conducted prior to the experimental site becoming
unavailable.

The recovery phase of the autonomous landing is
based on the position of the robot with respect to the de-
sired landing location. The primary source of error during
landing is due to the ground effects induced by the ve-
hicle’s proximity to the landing pad. If the error between
the desired landing location and the current vehicle state is
within 2 cm in height but greater than 8 cm in either the x

or y directions, the vehicle will enter a recovery phase in
which it will attempt to regulate 1 cm above the desired
landing location and concurrently estimate the changes in
the dynamic model resulting from ground effects (as dis-
cussed in Shen et al. (2011)). The landing pad is designed
to accommodate landing deviations of up to 10 cm in the x

and y directions.
We evaluated the performance of the system to estab-

lish a suitable level of performance, both in landing pad de-
sign and autonomous flight, to permit operation in a feed-
forward manner as discussed above. Figure 6(a) depicts the
performance of the vehicle over 17 trials in which the ve-
hicle is asked to land autonomously from a variety of ini-
tial conditions, all an appreciable distance from the land-
ing pad. Note that of these 17 trials, only one requires that
the vehicle attempt to recover (Figure 6(b)). The intended
and actual landing locations over the trials are shown in
Figure 6(c).

2.2. Map Generation and Merging

We now briefly describe the methods used to generate the
3D maps during the experiment. The experiment consisted
of two phases. During the first phase, we teleoperated the
Kenaf across the three stories of the building and collected

sensor data for 3D map generation. We also identified loca-
tions inaccessible to the vehicle (six in total). After complet-
ing the first mapping phase, the Quince carried the Pelican
to the six locations across the three stories of the building
to further extend the map. The maps are generated using a
sparse 3D voxel grid representation with a 10 cm resolution
(Dryanovski et al., 2010).

2.2.1. Kenaf

We used two methods to generate 3D maps via the Kenaf
sensor data. The first approach uses a 3D iterative closest
point (ICP) algorithm to determine incremental body-frame
transformations. Details of map generation via this method
are discussed in Ohno et al. (2009). However, as noted in
our prior work, 3D ICP can converge to poor alignment so-
lutions. We found that when the vehicle was operating on a
level z-plane (i.e., not in a stairwell), we could yield a more
robust mapping solution by employing the methods dis-
cussed in Shen et al. (2011), which requires the assumption
that the environment is generally described by flat planes
and vertical walls (the 2.5D assumption).

For this approach, map corrections are done on a per-
revolution basis with the assumption that the odometry
error within one revolution is sufficiently small and the as-
sembled point-cloud is accurate. Error in yaw is also cor-
rected using IMU information. Figure 7 shows a typical
point-cloud output from one revolution. The point-cloud
is down-sampled via a voxel grid filter, from which we
generate a 2D point-cloud by choosing all samples at a
fixed z-height. We compute SLAM corrections from this
2D point-cloud and odometry data via the methods de-
tailed in Shen et al. (2011) to yield corrected robot poses.
These corrected poses are used with the 3D point-clouds to
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Figure 7. The 3D rotating laser scanner on the Kenaf gener-
ates feature-rich 3D point-clouds. Here we show the full output
from a single revolution of the scanner.

Figure 8. The 2D occupancy grid map (Figure 8(a)) and 3D
point-cloud map (Figure 8(b)) of the 7th floor generated via the
Kenaf sensor data.

generate globally consistent 3D maps of the environment
(Figure 8(b)) along with 2D occupancy grid maps resulting
from the 2.5D assumption (Figure 8(a)). In general, we ap-
plied the second method when operating on level terrain
and only turned to the 3D ICP-based SLAM methods when
operating in the stairwell regions.

2.2.2. Pelican

As previously noted the Pelican generates a 3D map on-
line during autonomous flight following the methodology
detailed in Shen et al. (2011). Unlike the Kenaf, the Pelican
collects data at discrete locations in the environment with
the origin associated with the takeoff location as visited by
the Quince. In a manner similar to that mentioned above,
we generate a 3D point-cloud and a 2D occupancy grid map
associated with each takeoff location. Figure 9 depicts a rep-
resentative visualization of the sensor data and generated
maps. These maps are merged with the Kenaf maps from

Figure 9. A representative 3D map generated by the aerial ve-
hicle during flight. A 2D occupancy grid map is also generated
at all times. The vehicle and its trajectory are shown as a red
mesh and line, respectively.

the previous section to form a complete 3D representation
of the environment.

2.2.3. Merging Ground and Aerial Robot Maps

We begin by registering the two types of maps (the Ke-
naf and Pelican maps) via an initialization point near the
known takeoff location of the Pelican, as the Quince visits
locations defined in the Kenaf map. Further refinement be-
tween the two maps is accomplished via ICP (Ohno et al.,
2009,2010). This approach is applied for each of the rooms
visited by the Pelican (Figure 10).

3. RESULTS

As previously noted, the goal of this work is the generation
of 3D maps that capture the layout of the environment in-
side a multistory building. In Figures 11 and 12, we provide
full 2D and 3D maps of the seventh through ninth floors
of the building. We can clearly see features in the environ-
ment, such as the structural braces placed on the eighth
floor (Figure 12(d)) to prevent further structural collapse,
and the locations on the ninth floor (Figure 11(c)) where the
walls caved out of the building, leaving large openings. In
Figure 13, we show the 3D map for the stairwell between
the seventh and eighth floors at various z-height levels.

The experiment lasted a total of 2.5 h with the Kenaf
first generating a 3D map via teleoperation followed by the
Quince carrying the Pelican to discrete locations (all start-
ing on the seventh floor). It is worth noting that while the
flight-time of the Pelican in confined environments can be
as low as 5 min, we only needed to replace the battery in the
vehicle twice due to the fact that we used the aerial robot
only when necessary for map extension. Although our Pel-
ican can traverse hallways and stairwells autonomously
(as shown in Shen et al. (2011)), we conserved the battery
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Figure 10. Merging the Kenaf and Pelican maps. The map generated by the Kenaf is shown on the left; the extended map via the
Pelican observations along with the Quince and Pelican trajectories (red and black, respectively) is shown on the right.

Figure 11. The 2D occupancy grid maps generated during the
experiment on the seventh, eighth, and ninth stories of the To-
hoku University Electrical Engineering Building. The contribu-
tions to the map made by the Kenaf are shown in yellow with
an overlay of the contributions made by the Pelican in green.
The path of the Quince is shown in red while the trajectory fol-
lowed by the Pelican is depicted in blue. The path of the Kenaf
is not shown. The expected locations of walls based on struc-
tural blueprints are shown as gray lines. Several rooms could
not be mapped due to operator safety concerns. Two rooms
could not be mapped due to ground robot inaccessibility and
violation of the 2.5D assumption.

power whenever possible by employing the Quince. For
this work, the Pelican is equipped with a continuous power
supply circuit that permits manual online hot-swapping of
batteries by the operator. However, we are currently pursu-
ing a system design that enables online battery recharging
while the vehicle is docked on the landing pad.

4. DISCUSSION, CONCLUSION, AND AREAS FOR
FUTURE WORK

The original experiments were intended to occur over sev-
eral days, but we found that we were able to complete the
full exercise in one afternoon without any failures. The fact
that we were able to map a multistory building with a het-
erogeneous team of robots without any significant issues or
failures is an encouraging argument that the technological
readiness level of such methods is moving toward applica-
bility in real scenarios. However, there are still some funda-
mental challenges left to address.

We must first acknowledge that the environment was
modified prior to our entry in that it was cleaned of any
hazardous materials and structural reinforcements were
put into place to prevent further building collapse. For this
reason, one should be cautious to state that our experiments
are completely representative of an earthquake-damaged
building. However, the environment still possessed simi-
lar attributes to what one would expect: fallen beams, dust
and debris throughout the interior, water pools where rain
freely entered the building, wires hanging from the ceil-
ing, and personal affects and furniture in disarray. Indeed,
loose wall and ceiling materials were of concern for both
the ground and aerial robots due to the possibility that
such material could damage the vehicles. Many of the win-
dows and walls were compromised, yielding inconsistent
air flow that impacted the aerial robot’s flight performance.
Additionally, some of the debris and clutter proved to test
the 2.5D assumption employed by the aerial robot to sim-
plify the localization problem and permit real-time perfor-
mance. Hence, we were not able to use the aerial robot in
all locations that were inaccessible to the ground robot (see
Figure 11).

The 3D voxel grid-based maps resulting from this
work provide insight into the building layout and struc-
tural information, but they may be too coarse to be of
practical use in real search-and-rescue applications. Recent
progress in the area of dense 3D mapping suggests that
high-fidelity maps suitable for real search-and-rescue ap-
plications are achievable using laser and RGB-D sensors
(Ellekilde et al., 2007; Huang et al., 2011). Further, these
richer 3D maps can be generated offline or on an external
system as they are not required to enable individual vehicle
autonomy. Thus, the major constraint is the communication
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Figure 12. The 3D voxel grid maps generated during the experiment. The map resulting from the Kenaf sensor data is shown on
the left, the merged maps resulting from both the Kenaf and Pelican sensor data are shown on the right.

Figure 13. The 3D map generated for the stairwell traversed by the vehicles between the seventh and eighth floors showing
various z-height levels of detail along with the trajectory followed by the Quince robot.

bandwidth required to transfer the data between aerial and
ground vehicles and the base station. In this work, we
consider a tethered ground robot with an aerial vehicle
operating in close proximity communicating via 802.11n.
Therefore, we believe that given the proposed heteroge-
neous team, such rich 3D maps are feasible following the

implementation methods proposed in Ellekilde et al. (2007)
and Huang et al. (2011).

In addition to the platform or algorithmic limitations,
an interesting consideration that arose in this work is the
role of autonomy for aerial robots in search and rescue.
We found that teleoperation of an aerial robot can be quite
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challenging in complex and confined environments, partic-
ularly when the operator does not have direct line-of-sight
and debris is interacting with the vehicle. An autonomous
vehicle may be able to sense and locally avoid those ex-
ternal interactions and preserve stable flight, whereas a
teleoperated system may not yield the same result. We
found this to be the case at several points during our exper-
imentation when the operator failed to navigate the vehicle
through tightly confined spaces, but the fully autonomous
vehicle was able to find a path and navigate autonomously
through the confined space.

From these statements, one may conclude that for
search-and-rescue missions, the areas that require the great-
est attention in the future do not lie in the core problems
of localization and mapping but more at the boundaries
of these problems, including the interfaces between the op-
erators and the vehicles and the vehicles and the environ-
ment. We require a better understanding of the appropriate
methods to permit operators to interact with aerial robots in
complex and confined environments such as those found in
this work. Additionally, we must design aerial vehicles to
be more robust to debris in the environment. In this work,
we did not notice a significant impact on sensor perfor-
mance (laser and RGB-D) due to dust or other airborne ob-
scurants. However, this is likely due to the nature of the
building airflow conditions rather than the sensor robust-
ness as this is a known concern (Sevcik et al., 2010), and
it should therefore also be considered when determining
platform suitability for real applications.

While there are still issues that must be addressed in
the algorithms, these problems are primarily of pragmatic
concern. At present, we require the 2.5D assumption on
the aerial vehicle due to constrained onboard CPU capa-
bilities. As CPUs become increasingly capable, we will con-
tinue to incorporate more sensor information and eliminate
the need for the 2.5D assumption. We are particularly inter-
ested in eliminating this assumption in the near future as
it is a major algorithmic limitation for the aerial platform.
We are also interested in further experimentation with co-
operative teams of ground and aerial robots but with multi-
ple ground and aerial robots operating concurrently as op-
posed to the sequential phases in this work.

5. APPENDIX: INDEX TO MULTIMEDIA EXTENSIONS

The video is available as Supporting Information in the on-
line version of this article.

Extension Media Type Description

1 Video Experimental results reported
in the paper.
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